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Background
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Image Aesthetic Captioning

Perfect exposure on this shot, but the composition 

is weak, I think that you've included too much 

space at the bottom.



Image Captioning?

Image Aesthetic Captioning

Color and Light: Really like this, the color and 

contrast of the blinds really accents the subject. 

Composition: I like the idea and setup, but think you 

maybe could have cropped off a little more of the 

right side.

totally different among 

aesthetic attributessimilar

Image Captioning

A brown dog in the snow holding a pink hat 

A brown dog in the snow has something hot 
pink in its mouth 

A dog is carrying something pink in its mouth 
while walking through the snow

(Flickr8k)



The Proposed Model
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Single-Aspect Captioning (SAC) Module

DecoderEncoder

ResNet-101 pretrained on ImageNet

visual attention model

language model

“look back”
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Unsupervised Text Summarization Module

Denoising Auto-Encoder

randomly sample additional 
words from the vocabulary 

extend 50% of the original 
sequence 

shuffle the extended sequence

hidden state sequence 

h1
1 h2

1 ht1
1… h1

2 h2
2 ht2

2… h1
3 h2

3 ht3
3… h1

4 h2
4 ht4

4…

Adding Noises

h1
1 ht4

4 k1 h2
2 k2 h1

2 h2
4 kn ht1

1……

Encoder

Decoder

S = {Sl ∣ l = 1…L}

Reconstruction Loss



Unsupervised Text Summarization Module

Encoder-Decoder

Att
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Encoderhidden state sequence 
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(Bi-LSTM)



Dataset



Criteria

BLEU 

ROUGE-L 

CIDEr 

METEOR 

SPICE



Additional
Diversity

“love the color”?

simn(a, b) = Jaccard(gn(a), gn(b)) =
|gn(a) ∩ gn(b) |

|gn(a) | + |gn(b) | − |gn(a) ∩ gn(b) |
< 30 % ⇒ sentence a and b 

are different

proportion of the “different” sentences

Novelty

novn(ci, Si) = Jaccard(gn(ci), gn(Si))

generated caption each corresponding caption 
in training data

difference between the generated captions and training data

Criteria



Experiments: Single-Aspect Captioning

Baseline img2txt (Vinyals et al.) 

Soft Attention: (Xu et al.) 

Adaptive Attention (Lu et al.)

Ablation Study

A: Soft Attention
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C: no Look Back
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https://arxiv.org/abs/1411.4555
https://arxiv.org/abs/1502.03044
https://arxiv.org/abs/1612.01887


Experiments: Single-Aspect Captioning

Quantitative Results



Experiments: Single-Aspect Captioning

Quantitative Results



Experiments: Single-Aspect Captioning

Qualitative Results



Experiments: Multi-Aspect Captioning

Experiment Settings

Baseline

img2txt: apply the img2txt model 
(Vinyals et al.) to the whole dataset 

SAC: apply our SAC model to the 
whole dataset

Ablation Study

input word embeddings 

input hidden states

https://arxiv.org/abs/1411.4555


Experiments: Multi-Aspect Captioning

Quantitative Results



Experiments: Multi-Aspect Captioning

comments on all of the four aesthetic aspects 

captures the semantic associations between captions of different aspects 

excludes unimportant phrases

Our method:

Qualitative Results
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